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Attachment 1: Poisson binomial distribution  
 
This section describes the Poisson binomial distribution, its relation to the simple binomial distribution, and a method 

for its rapid computation. In addition, the calculation formulas for the expected value and the variance for the random 

variables “number of correct answers” and “score” (in percent) are specified for both distributions. 

 

First, in this section probabilities are not defined in percent, but, as usual in mathematics, in the interval [0,1]. They 

are therefore denoted by the letters 𝜋 or Π instead of 𝑝. The interesting random variable 𝑋 ∈ ሼ0,1,2, … 𝑛ሽ is the 

number of correctly recognized words. If a subject has heard each of n words of a test list at the same level, this 

experiment yields a sequence of answers (𝑎) = (𝑎ଵ, 𝑎ଶ, 𝑎ଷ, … , 𝑎௡) of n terms, that have the values 𝑎௜ = 1  (word 𝑖 
recognized) or 𝑎௜ = 0 (word 𝑖 not recognized). Of interest is the probability Π(𝑋 = 𝑘) that the participant recognized 𝑘 words correctly. Assuming that for every word 𝑖 there is a probability 𝜋௜  that the word is recognized correctly, and 

that additionally the responses 𝑎௜ are statistically independent, then Equation 13 defines the Poisson binomial 

distribution 𝐵୥(𝑛, 𝜋ሬ⃗ , 𝑘) with 𝑛 words. 

Equation 13: 

Π(𝑋 = 𝑘) = 𝐵୥(𝑛, 𝜋ሬ⃗ , 𝑘) = ෍ ෑ 𝜋௜௔೔(1 − 𝜋௜)௔ത೔௡
௜ୀଵୟ୪୪ (௔) ୵୧୲୦ ∑ ௔೔  ୀ  ௞೙೔సభ ,

with    𝑎ത௜ = ൜1 if 𝑎௜ = 00 if 𝑎௜ = 1   for 𝑖 = 0, 1, 2, … 𝑛. 𝑘 = 0, 1, 2, … 𝑛.  

 

The associated probabilities are summarized in the vector 𝜋ሬ⃗ = (𝜋ଵ, 𝜋ଶ, 𝜋ଷ, … , 𝜋௡)୘ ∈ [0, 1]௡. If all these probabilities 

are equal, i.e. 𝜋ଵ = 𝜋ଶ = ⋯ = 𝜋௡ =: 𝜋଴ holds, Equation 13 merges into the simple binomial distribution: 

Equation 14 𝐵(𝑛, 𝜋଴, 𝑘) = ቀ𝑛𝑘ቁ 𝜋଴௞(1 − 𝜋଴)௡ି௞   

 

For general information on the mathematical properties of the Poisson binomial distribution, see [21]. 

 

The expected value and the variance of the random variable 𝑋 binomially distributed according to Equation 14 are: 
Equation 15 
 𝐸௡,గబ = 𝑛𝜋଴      and 𝑆௡,గబଶ = 𝑛𝜋଴(1 − 𝜋଴)   

 

For a random variable 𝑋 distributed according to the Poisson binomial distribution Equation 13, the expected value 

and the variance are: 
Equation 16 
 𝐸௡,గሬሬ⃗ = ෍ 𝜋௜௡

௜ୀଵ      and 𝑆௡,గሬሬ⃗ଶ = ෍ 𝜋௜(1 − 𝜋௜)௡
௜ୀଵ  

 

This follows directly from the fact that a random variable distributed according to Equation 13 is the sum of 𝑛 

independent Bernoulli-distributed random variables with the success probabilities 𝜋௜.  
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We consider the mean probability: 

Equation 17 
 𝜋ത = 1𝑛 ෍ 𝜋௜௡

௜ୀଵ   

 

The simple binomial distribution with (𝑛, 𝜋ത) and the Poisson binomial distribution with (𝑛, 𝜋ሬ⃗ ) give the same 

expectation value: 

Equation 18 
 𝐸௡,గሬሬ⃗   = 𝐸௡,గഥ = 𝑛𝜋ത  

 

The variances of the two distributions are generally not the same. Equations 15–17 yield: 

Equation 19 
 𝑆௡,గሬሬ⃗ଶ   =   𝑛𝜋ത(1 − 𝜋ത) − 𝑛 𝑠గሬሬ⃗ଶ    =   𝑆௡,గഥଶ − 𝑛 𝑠గሬሬ⃗ଶ mit 𝑠గሬሬ⃗ଶ = 1𝑛 ෍(𝜋௜ − 𝜋ത)ଶ௡

௜ୀଵ   

 

The term 𝑠గሬሬ⃗ଶ is the variance of 𝜋௜. If all 𝜋௜ are equal, then 𝑠గሬሬ⃗ଶ = 0, and in this case the variance 𝑆௡,గሬሬ⃗ଶ  of the random 

variable 𝑋 is maximal. A variability of the individual probabilities thus results in a narrower distribution of the random 

variable. Figure 8 shows this for the example of a randomly chosen test list. The relative frequencies of word 

recognition measured for this test list were interpreted as probabilities 𝜋௜ . 
 

 
Figure 8: Binomial probability distribution 𝐵(𝑛, 𝜋ത, 𝑘) (crosses) and Poisson binomial distribution 𝐵௚(𝑛, 𝜋ሬ⃗ , 𝑘) (circles). 
Straight lines connect symbols for greater clarity. As a randomly-chosen example, the figure shows the measured 
data from list 2, level 3 (29.5 dB SPL), Group NH. Number of words 𝑛 = 20. The observed relative frequencies of 
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correct word recognition from this list and conditions are taken as the probabilities: 𝜋ሬ⃗ = (0.84, 1, 0.84, 0.79, 0, 0.95, 0.74, 0.79, 1, 0.89, 0.79, 0.63, 1, 0.21, 0.11, 1, 0.79, 1, 0.47, 0.63)். This results in 𝜋ത =0.72, 𝐸௡,గሬሬ⃗  =   𝐸௡,గഥ  = 14.5, 𝑆௡,గሬሬ⃗ଶ = 2.24,  𝑆௡,గഥଶ = 4.00,   𝑠గሬሬ⃗ଶ = 0.0878 . Numbers have been rounded. 

 

The practical calculation of the Poisson binomial distribution can be done directly from Equation 13 by constructing 

a decision tree beginning with the first word 𝑖 = 1, which at the stage 𝑖 branches with the probability 𝜋௜ to a correct 

result, and with the probability 1 − 𝜋௜ to an incorrect result. However, the computation time for such a direct method 

increases very strongly with 𝑛, so that even for  𝑛 = 20 the computation time for a complete distribution (𝑘 =0, 1, 2, … 𝑛) is of the order of minutes, depending on the PC used. Much faster is a method given by Hong [22], which 

is based on a discrete Fourier transformation (in the definition of 𝜔, 𝜋 occurs as circle number):  

Equation 20 
 𝐵୥(𝑛, 𝜋ሬ⃗ , 𝑘)  = 1𝑛 + 1 ෍ e୧ఠ௟௞ ෑ(1 − 𝜋௝ + 𝜋௝e୧ఠ௟)௡

௝ୀଵ
௡

௟ୀ଴ with 𝜔 = 2𝜋𝑛 + 1  
 

 

 

In the present work, this method was used according to Equation 20 to calculate the Poisson binomial distribution. 
 

In connection with speech recognition measurements, it is usually not the number of correctly understood words 

described by the random variable 𝑋 that matters, but their share of the total number 𝑛. If this is expressed as a 

percentage, the new random variable 𝑦 = ଵ଴଴௡ 𝑋 is obtained. This describes the score in percent. The probabilities 𝜋௜ are also often given in percent. We therefore set 𝑝௜ = 100𝜋௜ , �̅� = 100𝜋ത etc.. The expectation value and the 

variance of the random variable 𝑦 in the simple binomial distribution are thus:  

Equation 21 
 𝐸௡,௣బ(𝑦) = 𝑝଴       and       𝜎௡,௣బଶ = 𝑝଴(100 − 𝑝଴)𝑛 = ൬100𝑛 ൰ଶ 𝑆௡,గబଶ   

 

In a Poisson binomial distribution, expectation and variance of the random variable 𝑦 are given by: 

Equation 22 
 𝐸௡,௣⃗(𝑦)  = 1𝑛 ෍ 𝑝௜  =   �̅�௡

௜ୀଵ    and     𝜎௡,௣⃗ଶ = 1𝑛ଶ ෍ 𝑝௜(100 − 𝑝௜)௡
௜ୀଵ = ൬100𝑛 ൰ଶ 𝑆௡,గሬሬ⃗ଶ   

 

Equation 19 is thus for the score 𝑦 as a random variable: 

Equation 23 
 

𝜎௡,௣⃗ଶ   =    𝜎௡,௣̅ଶ − ଵ௡  𝑠௣⃗ଶ      with    𝑠௣⃗ଶ = ଵ௡ ∑ (𝑝௜ − �̅�)ଶ௡௜ୀଵ    
 

 

 


